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1. Problem

Goal: detect activity 1in online video streams with per time-
step computation budget (# of features extracted).

Current activity recognition strategies
» QOffline processing — assume full access to the entire video

* Unlimited resource — compute as many features as possible
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Challenges -
. . :
" Online video stream — can’t perform random access

* Computation budget— can’t enumerate all possible features

2. Proposed Solution

Select when and what to compute intelligently!

Current observation What to observe next?
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Determine what 1s informative.

Running buffer model
Buffer proceeds when new frame arrives
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Stores the latest frames in the buffer Current buffer

4. Approach
We formulate the problem as a Markov Decision Process (MDP).

policy % a'F) = What to compute?
Buffer proceeds
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I’} = reward U(X k) = Observation result

‘\ f(+) = Activity recognizer

Let X denotes video, y € )V denotes activity label and given
m U(X") — video descriptor at step-k
m f: U x )Y — R — activity classifier f(V(X),y) = P(y|X)

We define the following components for MDP

m Actions A = {a,, }M_, — {extract m-th feature} U {skip}
m State-action feature ¢(si,a) = [U(XF), 6tF]

m Instant reward r, = f(U(X*T) y) — F(T(XF),y)

Learn policy by Q-learning with linear function approximation.
m 7(s;) = argmax, F|R|sg,a,n|

m Q" (s,a) = E[R|s,a,7] =Y, vrr = 01 ¢(s,a)

3. Policy in Action
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5. Experiments
Baselines

" Passive — no control on what action to take
= DT-Static — fixed order by Decision Tree importance

* DT-Top — only most important feature in Decision Tree

ADL + Bag-of-Object UCF-101 + CNN
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* Performs the best under all budget
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= Skip computation intelligently

* Requires <40% computation * Improve confidence more rapidly




